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Abstract. In distributions network existing little information about loading level of transformer of substations. 
Feeders and loads are not monitoring usually. Therefore, in each moment existing one incertitude degree about 
buses loads and accordingly and about load level of network, voltage level by buses and power loses. 
Accordingly, in distribution electric network is important to estimate the load profiles of buses, as one alternative 
at determination of energy consumption from effectuated measurement in busses network. The paper presents 
one analyse at load profile for a distribution substation utilising clustering techniques 
Keywords: load profile, clustering techniques, characteristic day, consumer tips 
 
 
Introduction 
 
Generally, the load of busses distribution 
network are in a continuous development in 
time, pursuant to of a utilisation number more 
and more big of electric receivers, quotients and 
by reason of the development of logistics for 
population. 
The models for electric loads determinations are 
different, depending on the networking tips: 
urban, rural and industrial. 
Obtain of information referring to load from 
busses networks is achieved through: load 
teletransmission from busses networks, use the 
half-automatic local devices of measure the 
electric loads, use the electronic modern systems 
for data acquisitions and use primary 
information concerning electric loads from 
busses. 
Obtain last categories of information’s require 
the effectuation of measurements of the electric 
load of the consumers of certain in characteristic 
periods: winter, the summer, working day and 
weekend day, thereto is remake result of the 
effectuated measurements.  

Temporally variation of the electric load 
reflected the graphic of daily, seasonal and 
annual, those carry to remake a how much 
number of real dates of consumption of electric 
energy.  

The electric distribution network have a big 
number of load’s busses even if taken the in 
consider merely the busses which in place the 
substation. The consumers connect in the 
network busses are and they very numerous, 
heterogeneous as the absorbed powers, using his 
technologists the social behaviors, enforcing the 
particular loops of thing. 
This difficulty is eliminating if in under 
consideration of regimes ale these network is 
utilized the graph of daily for each bus, in the 
characteristic regimes (winter and the summer, 
working day and weekend day). These constitute 
on the strength of load graph tip of the 
consumers. 
 
Load profile based modelling 
 
Distribution system planners traditionally 
approach load modeling by estimating maximum 
demand values of active and reactive power, in 
conjunction with coincidence factors at various 
network levels. Although this approach has been 
adequate, it has several drawbacks: 

• the typical load behavior during off-peak 
periods is unknown. 

• there are inherent inaccuracies due to the 
use the uncertainty data and due in that 
the measurements of network can’t be 
completed. 
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• energy calculations, especially losses of 
active and reactive power, are not very   
accurate. 

• voltages at various network busses are 
unknown. 

Using modern load-flow analysis software it is 
now possible to perform multiple calculations 
over any time period using load profiles. The 
advantages of performing load profile based 
studies include: 

• load factors do not need to be estimated 
since load profiles inherently possess 
these properties. 

• accurate energy and energy loss 
calculations can be estimated at any 
point in the network. 

• network loadings and voltages are 
known for all time intervals. 

• transformer tap settings can be optimized 
for both peak and off-peak periods. 

• line drop compensation can be accurately 
modeled. 

• the effect of additional load and load 
growth is accurately modeled as 
coincidence is naturally accounted for. 

Therefore, power system load has gained more 
attention in the last years. It is still considered as 
one of the most uncertain and difficult 
components to model due to the large number of 
diverse load components, to its high distribution, 
variable composition with time of day and week, 
weather and through time, and also because of 
lack of precise information on the composition 
of the load. Different utilities are available for 
load forecasting purposes but also new 
techniques for the determination of the load 
characteristics from measured composition data 
have been developed. The result of these new 
techniques will lead to a better understanding of 
the load dynamics and therefore to an improved 
load representation, making it possible to 
decrease uncertainty margins, resulting in a 
positive impact on both economy and reliability 
of the system operation. Moreover the 
combination of an accurate load model and a 
real-time monitoring application will bring up 

new competitive possibilities for the distribution 
networks. 
The loading curve representation by their mean 
and standard deviation curves is useful for 
engineering calculation and statistical analysis. 
A performance criterion can also be established 
based on probabilistic value. In urban and rural 
distribution network, the active and reactive 
loads are submitted, in every moment of 
normally distribution law. The calculus 
expressions for there two characteristic sizes: 
mean (1) and standard deviation (2). 
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where: 
ii QP , - active respectively reactive load, 

 measurement in i moment 
QP,  -   active respectively reactive mean load 

 
Clustering methods 
 
Data analysis underlies many computing 
applications, either in a design phase or as part 
of their on-line operations. Cluster analysis is 
the organization of a collection of patterns 
(usually represented as a vector of 
measurements or a point in a multidimensional 
space) into clusters based on similarity. 
Intuitively, patterns within a valid cluster are 
more similar to each other than they are to a 
pattern belonging to a different cluster.  
Clustering is useful in several exploratory 
pattern-analysis, grouping, decision-making, and 
machine-learning situations, including data 
mining, document retrieval, image 
segmentation, and pattern classification. 
However, in many such problems, there is little 
prior information (e.g., statistical models) 
available about the data, and the decision-maker 
must make as few assumptions about the data as 
possible. It is under these restrictions that 
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clustering methodology is particularly 
appropriate for the exploration of 
interrelationships among the data points to make 
an assessment (perhaps preliminary) of their 
structure. The term “clustering” is used in 
several research communities to describe 
methods for grouping of unlabeled data. These 
communities have different terminologies and 
assumptions for the components of the 
clustering process and the contexts in which 
clustering are used.  

Clustering is the technique of grouping rows 
together that shares similar values across a 
number of variables. It is a wonderful 
exploratory technique to help you understand 
the clumping structure of your data. There are 
two major methods of clustering: hierarchical 
clustering and k-means clustering. 
 In hierarchical clustering the data are not 
partitioned into a particular cluster in a single 
step. Instead, a series of partitions takes place, 
which may run from a single cluster containing 
all objects to n clusters each containing a single 
object.  Hierarchical clustering is subdivided 
into agglomerative methods, which proceed by 
series of fusions of the n objects into groups, 
and divisive methods, which separate n objects 
successively into finer groupings. 
Agglomerative techniques are more commonly 
used. Hierarchical clustering may be represented 
by a two dimensional diagram known as 
dendrogram which illustrates the fusion or 
divisions made at each successive stage of 
analysis.  

 
 

Figure 1. Clustering dendogram 
 

Hierachical clustering is appropriate for small 
tables (until several hundred rows). You can 
choose the number of clusters you like after the 
tree is built. Several agglomerative techniques 
are single linkage clustering, complete linkage 
clustering, average linkage clustering, centroid 
method and Ward’s hierarchical clustering 
method.  
Differences between methods arise because of 
the different ways of defining distance (or 
similarity) between clusters. 
In the centroid method, method utilizing in this 
analysis, the distance between two clusters is 
defined as the squared Euclidean distance 
between their means. The centroid method is 
more robust to outliers than most other 
hierachical methods but in other respects may 
not perform as well as Ward’s method or 
average linkage: 
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 K-means is one of the simplest unsupervised 
learning algorithms that solve the well known 
clustering problem. The procedure follows a 
simple and easy way to classify a given data set 
through a certain number of clusters (assume k 
clusters) fixed a priori. The main idea is to 
define k centroids, one for each cluster. These 
centroids shoud be placed in a cunning way 
because of different location causes different 
result. So, the better choice is to place them as 
much as possible far away from each other. The 
next step is to take each point belonging to a 
given data set and associate it to the nearest 
centroid. When no point is pending, the first step 
is completed and an early groupage is done. At 
this point we need to re-calculate k new 
centroids as barycenters of the clusters resulting 
from the previous step. After we have these k 
new centroids, a new binding has to be done 
between the same data set points and the nearest 
new centroid. A loop has been generated. As a 
result of this loop we may notice that the k 
centroids change their location step by step until 
no more changes are done. In other words 
centroids do not move any more. Finally, these 
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algorithms aim at minimizing an objective 
function, in this case a squared error function. 
The objective function: 
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cj. 
J is an indicator of the distance of the n data 
points from their respective cluster centres. K-
means clustering is suitable for larger tables, up 
to hundreds of thousands of rows. 
 
Case study 
 

This paper proposed the analysis of load 
profile recording for two mounts period, of part 
from 20 kV of transformer by 16 MVA of the 
distribution substation 110/20 kV. 

The load diagram is constructed using the 
register of watt-hour meter. The time interval of 
sampling load curve data is 15 minutes. Thus, 
the load profile is represented by 96 load values 
throughout of the day. 
The consumption is preponderant formatted by 
the rural consumers. Addition this, exist the 
little industrial consumers and the town 
consumers, but these consumption not 
representing moreover 10% by the monthly 
electric energy consumption. 
The analyses are effectuated on 58 days, 
registration by 20 February – 20 April period.    
In figure 2 are represented the mean load profile 
for characteristic days from March. 
Every measurement effectuated must be 
elaborated through these arranged and 
normalized.  
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where : 
ijz - normalised value for active power 

   ijx - measured value for active power 
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ijx - daily energy consumption 

Energy consumption is factor using for 
normalized. 

 

 
Figure 2. Load profiles for characteristic 

days  
 
Classification of the load profiles through the 
visual comparison is subjective and impractical. 
The cluster analysis method was applied to solve 
that problem. The clustered process is making 
progressive into coherent and representative 
cluster. 
The centroid method is using as clustering 
method. This method is applied for the dates 
formatted by load profile for active power for 
these 58 days. 
In figure 3 is represented the dendogram for 
load profile clustering. 
If we analyse this dendogram it observed that 
have result three cluster, who, several excepting, 
have be realized by profiles load accordingly 
whit three time periods: 21-25 February, 1 – 20 
Mars and respectively 21 Mars – 19 April. 
Every cluster is formatted by two subgroups 
corresponding the characteristic days: weekdays 
and weekend days. As well, existing several 
days they load profile for active power not 
enclosed in any by three clusters. 

             
 weekday 
 weekend day 
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Figure 3. The dendogram for cluster the load profiles 

 
It possible to make observation that a majored 
influence about consumption structure has the 
atmospheric conditions, specially, the 
environment temperature. If is analyzing the 

load profile for neclustering days, it is observed 
that standard deviation against mean load profile 
is big, beside that for one clustering day. This 
thing can be observed in figure 4. 

 
Figure 4. Mean profile and load profile out of cluster respectively one load profile from cluster 

 
If it eliminated the load profile for stain’s day 
without clusters and it effectuated a new 
grouping. It observes that for each forenamed 
period is clustering separate in weekdays and 
weekend days (figure 5). 

Also, it observes that existing 3 exceptions 
from clustering technique. Analyzing the 
temperature can’t say that average of day is 
much different from other days. 

Is possible as load emptiness between 15-18 
hours for load profile, of the last analyzed 
period, is overcast by demand load by consumer 
who has the reserved supply from this 
substation. 
This analysis to be continued if allowance by the 
other factors that influenced the consumption 
structure and/or allowance by typical load 
profile for the consumer suppliers from this 
distribution substation. 

             
 weekday 
 weekend day 

             
 weekday 
 weekend day 
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Figure 5. The dendogram for cluster the load profiles 
 
Conclusions 
 
In this paper is proposed one comparative 
analyzed method for daily load profiles for one 
distribution substation, for a period from two 
month, between 21February – 19 April.  
Classification of the load profiles through the 
visual comparison is subjective and impractical. 
The cluster analysis method was applied to solve 
that problem. The clustered process is making 
progressive into coherent and representative 
cluster. 
For this analysis was using the hierarchical 
clustering techniques, exactly the centroid 
method. 
The temperature is a influenced factor for the 
demand power of consumer, fact that is 
evidentially from the dendogram obtained 
behind the clustering process. 
The dendodram evidenced the clustering of the 
load profile by the characteristic days, week 
days and weekend days, for there three analyzed 
periods.  
The results demonstrate the ability of clustering 
techniques for classification of load profile and 
for comparative analyses of consumption. 
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